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Abstract

Looking at somebody's face is one of the easiestadstto figure out who they are. Face detection,
which occurs incredibly rapidly in humans except when thecbigepositioned at a short distance away, and
introduction, which recognizes a face as an individual bygusiperson's characteristics to identify who they
are, are the two main phases of the human face recaogprticedure. In our proposed research, we have used
Haar Features with Viola-Jones algorithm for face de&te and Eigenface approach with Principal
Component Analysis (PCA) for face recognition. The major obaf this proposed research method is to
analyze faces to detect and also recognize the unkfem&s from real-time webcam or recorded video. If our
method successfully detects and recognizes unknown Weitescompetent accuracy, we will be able to
prevent future crimes through precautionary measures.

Keywords: Face Detection, Face Recognition, Eigen Face, PCA, Fure, Viola Jones.

1. Introduction

Computers are becoming smarter as processing capacitydsxaba rapid rate. Using webcams,
many research papers and projects have demonstratedpaiter's ability to engage with humans naturally.
Face detection is one of the methods for identifying pelopfihotos. Strange expressions, facial occlusion,
illuminations, intricate backdrops, too many faces in ithage, skin tone, and other aspects make face
detection challenging. A computer's ability to overcomes¢hobstacles to detect a face with increased
accuracy is difficult. Face recognition is usually appreddn one of two ways: geometric (feature-based) or
photometric (view-based). The Eigenface approach andsherface method are two types of methodologies
that are currently prominent in developed face recognitiotenpat The Eigenface process is based on
utilizing Principal Component Analysis to minimize thecé dimensional space for facial characteristics
(PCA). The major goal of utilizing PCA on face recognitiotimiEigen's faces was to locate the eigenvector
corresponding to the face image's biggest eigenvalue (faem)spdany alternative algorithms were
developed as researcher interest in face recognition dree, of which have been thoroughly investigated in
the face recognition literature. Principal Component Angl{BCA) using Eigenfaces, Linear Discriminate
Analysis, with Elastic Bunch Graph Matching using the Fistte approach are all popular identification
algorithms. Recognition algorithms can be divided into two rapproaches:
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1. Geometric: Based on the spatial structure of fatiatacteristics or the geometrical link between facial
landmarks. That is, the key geometrical characteristidbefface, such as the eyes, nose, and mouth, are
located first, and then faces are categorized by usingaggoah distances and angles between features.

2. Photometric SteredJsed to reconstruct an object's shape from a seripsabbs collected under various
lighting conditions. The shape of the recovered item feld by a gradient map composed of an array of
surface normals.

faces are stored in memeocy

i i Patters are transformed to
Appbcation reads geometry of faces databiase 35 an angorkthem of
nurnber

Face is mapped with mdhvidual detalls

Figure 1: Photometric stereo image. Figure 2: Geometric facial recognition.

Face Detection: Face detection involves separating iméaggows into two classes; one containing faces
(turning the background (clutter). It's challenging becausdewinére are some similarities across faces, they
might differ significantly in age, skin color, and facedpression. Various lighting situations, image quality,
and geometrics, as well as the potential for partialkdalge and concealment, all add to the complexity of the
problem. As a result, detecting the presence of argy iamuld be possible with a face detector against any
background, in any lighting condition. There are two majeps for the face detection process. The first
phase is a classification task, which take any imagegats then it will generate a binary value of yes ar no
which will indicate if the image contains any face affan. The face localization process is the second step
which aim is to take images as input and it will produgtpat the location of any face within that image as
some bounding box with somennd (x, y, width’s co-ordinate, height’s co-ordinate). The method of
detecting faces can be broken down into the followingsste

1. Classification:Neural networks are trained on these samples to dissinghe image either faces or
nonfaces. We employ both our neural network implememtadgiocess and Python OpenCV module in this
task. Different network settings are tested to imptbeeresults.

2. Pre-Processing: To reduce the diversity in the fabhesphotos will be processed before being sent into the
system. All good examples, which are face images, arénelbitdy cropping frontal facial images to just
reveal the front perspective. After that, all of thepped photographs are adjusted for lighting using normal
procedures.

3. Localization:After that, the trained neural network is utilized to lomkféces in an image and locate them
in a bounding box if they are there. The work on Rasitbcale Orientation Illlumination has been done on

several features of the face.
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ghre 3: General Face Detection Model

2. Literature Review

There’s been research for face detection and recognition system using surveillance data. But thexe a
very few studies about criminal detection and recognitioangusurveillance data. Using Python and the
OpenCV module, Chhoriya, P. [1] suggested a face detection awogdnition system for crimida
identification. There are four steps in the proposed systE) Image training (2) Haar cascade classifier face
detection (3) comparison of taught images with those tal@n the surveillance camera (4) comparison
result.

Face detection is a computer system that allocatesam faces in digital photos using learning
algorithms. The Viola-Jones algorithm, the first-eveltéme face identification system, has been decrypted
by Wang, Y. Q. [2]. The integral image for feature compoatAdaboost for feature selection, and an
attentional cascade for effective computational resoutoeatibn are three ingredients that work together to
enable a quick and accurate detection. They present adetljorithmic explanation, a learning code, and a
learnt face detector that can be used on any color imagetdtee fact that the Viola-Jones algorithm
frequently produces many detections, a post-processipgsgpeoposed to reduce detection redundancy using
a robustness argument.

Face detection, feature extraction, and face recogratiemll processes in a general face recognition
system. Face detection and recognition consist of sewatgiconnected components, each of which
complements the others. Each part can work independentlydiegern the regular system. Padaruth, S.,
Indiwarsingh,F. & Bhugun, N. [3] creates a web-based application for face to@teagainst a real-time
background, which is then utilized to track staff atterwda Face pattern recognition is accomplished by PCA,
while face detection is accomplished through the Haara@asapproach. Face recognition accuracy is 68
percent with this method, according to tests. It's atspl@yed in security systems. An access control system
is built automatically. For detection, it employs the Ig#idones method, and for face recognition, it employs
PCA.

Identification of human faces is extremely useful [4] [5]. Arrdder warning system for home
security is being developed by Tharanga, J.G.R., Samaral®dhC. & Karunarathne, T.A.P. [6] and
Vaidya, B., Patel, A., Panchal, A., Mehta, R., Mekta,& Vaghasiya, P. [7]. The system will recognizeda
using the Eigenface algorithm if excessive movement is teetett will send a warning and photos to the
house owner's mailbox if it is unable to recognize$adhe accuracy of this facial recognition test system i
62%. Student attendance can also be taken using Face Rexod8jti Facial ageing, attractiveness, and
distinctiveness is useful to detect and recognize f@eface detection and recognition can also be done R-
CNN [10] and using Raspberry Pi in recent years [11] [12].

3. Aim and Overview of the System

This project aims to develop such a system by whiah félt be detected with image details from a
database with more accuracy. As better output even froasgimage, the face will be detected with more
accuracy. It will be able to recognize a face froniva Video stream. It will help to recognize criminals to
prevent crime. Adding this system in CCTV so that it cdp bar daily life. The proposed system wilbrk
as follows:

The system will capture video frames from the wehcBnose video frames are taken as still images.
These images are converted from BGR to HSV image forbifferent color objects on hand are detected by
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masking. After that morphological operation is performetetnove noise and detected faces are figured out
by a rectangle. The system will perform perfect redagmieven in the movement of the head. The system
will compare captured images detailshnhe database’s images details and will find out details of images.

4. Materialsand Methods:

We are proposing a method of detecting a face fromldinaawebcam or recorded video by adding
a name with image details from the database. Our prosystem will work as the following flowchart:

\ Start _H

A

Step 1. Capturing Real Time Video Using
Webcam

[ Step 2. Processing Individual Image Frame ‘

| Step 3. Flipping of Image Frame |

| Step 4. Color Detection of Different Colors I

)

[ Step 5. Dencise I

I Step 6. Track face rectangle l
W+

Step 7. Recognition of human face by adding name

No

Figure 4:Flowchart of the system
4.1 Capturing Real-Time Video Using Webcam
Real-time video will be captured by using a webcanranfrecorded video. By using a smartphone
or a camera, we can simply capture or record live streaming video. Here we have used the HP laptop’s camera
for capturing the image.

4.2 Processing Individual Image Frame

After capturing reatime video using a webcam or from the recorded video wd twegrocess
individual image frames. If we need to flip the imagesnilesee it in the next step (Flipping of Image).

4.3 Flipping of Images

When we use a camera to collect video frames, theijnaeeted, which means that if we move the
color pointer to the left, the image of the pointer mdeethe right, and vice versa. When we stand in front of
a mirror, it's akin to an image (The left side is detkete right and the right side is detected as left). To avoid
this issue, we must vertically flip the video framewages. To accomplish the flipping operation, OpenCV has
a built-in function. To perform the flipping operations, uged the cv2.flip function.
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hh |

Figure 5Flipping of image.
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4.4 Detect an object of different colors

There are many ways of detecting colors from an imageu$®d a simple method to detect colo
pointers made with paper on a fingertip. A detailed explaméd given in the following sections.
HSV Color SpaceColor can be represented in a variety of ways on a computewiN\ast be concerned
with BGR (Blue, Green, and Red) and HSV in our project (Huer&aon Value). Throughout BGR, a pixels
is represented by three characteristics: (i) blue, (i@mgrand (iii) red. A pixel in HSV is also represented by
three parameters, but these are Hue, Saturation, and Vhakiprimary color is not used to describe a pixel in
HSV, contrary BGR. Instead, it employs a hue, which isgixel's color or shade. A pixel in the HSV color
system is also represented by three parameters, Betdhe Hue, Saturation, and Value. The primary color is
not used to describe a pixel in HSV, contrary BGR. Inste@agmploys a hue, which is the pixel's shade or
color. The saturation of a color determined the value ofrtsnisity. A saturation of O represents white,
whereas a saturation of 255 represents maximum inter@iher thing to think about this is to consider
sauration as a pixel's color intensity. A color's valaters to how bright or dark it is. As seen in thagdam
below, HSV can be visualized as a three-dimensionai asti

Figure 6: HSV color cylinder

RGB to HSV conversion formula: RGB color space carcareverted to in HSV color space by following
calculation. The R,G,B values are divided by 255 to changatfye from 0..255 to 0..1:

R' = R/255
G' = G/255
B' = B/255

Crax= max(R', G', B))
Crmin = Min(R', G', B)
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Value calculation:
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In given Formula Hue values ist® 359, Saturation values are 0 to 100, and Value’s range is 0 to 100, but in
OpenCV, they are 0 to 179, 0 to 255, and 0 to 255 resplgctB@ they have to convert to map with OpenCV
[14].

Segmentation: To detect face features first we hawmnoert the BGR color image frame to HSV format
because HSV is more suitable than BGR in discriminatidgr ®bjects and thus detecting them [13]. Once
we get the HSV values of color then we can define an wppkiower range for that respective color. Using
these range values, we can detect if color is presentdteiimage. If the respective color in the range is
present in the image then the pixel is set to 0 and ifmtite ranging pixel is set to 255. Thus, we get the
binary image of the colored paper.

ElFaceDet. — U ‘[ Tiracepet. - OBEM T raceper. - O BEM

@) (b) (©
Figure 7: Binary image convertion. (a) (B/W) gma(b) HSV image. (c) Binary image.

4.5 Remove noise to have good colored pointers

We can't get a fair estimation of the color objectshanfinger of the hand image after converting the
original image to a binary image because of background rniaisacquire a better estimate of the hand, we

WWw.ijrp.org



Md Mohibullah / International Journal of Research Publications (IJRP.ORG) @ JJRP .ORG

ISSN: 2708-3578 (Online)

need to eliminate noisy pixels from the image. To resmmwise, we employ an image morphology technique
that performs picture erosion and dilation [14]. Dilatiooreases the amount of image pixels that aren't
eroded, whereas Erosion reduces the amount of image thiaekren't eroded.
Mathematically, Erosion is given by,
AOB={x|(BxNA°=¢g
The input image is denoted by A, and the structure eleraeatdenoted by B. A Sliding window is used to
operate the Structure element on the Image, and exatar#ies are indicated. Figure 8 shows a graphical
representation of the method. Dilation is defined by
APB={X|B)NA+ 0D}

={X|[B)x N4] €7}
The input image is denoted by A, while the structure efdnis denoted by B. On the image, the identical
structural element is used, and if the center pixel isimeal the entire area surrounding that pixel is indicated.
Erosion and Dilation are changed by the shape of B. Thelsp8ld be selected in advance.

B o= B e

Figure 8:The Output of image erosion. The centre pixel is maiethivhen the structure element  matches;
when it does not, all pixels are destroyed.

Since erosion is destructive in that it degrades other faxgground image with noise, we used opening
operation which is simply erosion followed by dilation witle same structuring elements.

Figure 9:The output of image dilation. The bin of the structurah®nt is filled when the structure's center
matches any pixels.

We also perform closing operations followed by openirte fiesult of the noise removal operation is shown
in figure 10.

(@) (b)
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Figure 10: Output of image morphology. Carry out the opeairtclosing operations on the binary image.
(a) The original photograph. (b) Image morphology's outcome.
After noise removal, mouse pointer movement and differmouse operations based on detected colored
objects can be done.

4.6 Track Face Rectangle

Face Detection Procesdt is the process of distinguishing several featureshafraan face, such as
the eyes, nose, and mouth, among others... This metapde accomplished with PyCharm Software. Is thi
project, the authors will use image invariants to recagfdzes in still photos. To accomplish so, you'll need
to look at the greyscale intensity distribution of pi¢gl human face. The 'average human face' below was
created using a sample of 30 frontal view human faceqf 1hich were females and 18 of which were
males. To highlight grey-scale intensity disparities,aerly scaled colormap was employed.

Figure 11: Gregls portrait of a typical human face

The grey-scale changes are dramatic, and they aréstamsacross all of the sample faces. Dark intensity
(low) grey levels appear to always be present around #mead brows, whereas light insity (high) grey
levels appear to be present around the nose, foreheddcheeeks. The researcher discovered that the
following areas of the human face were suitable forca tietection system based on picture invariants and a
deformable template afterot of testing.

Because of the distinct divisions of the bright intgnivariant area by the dark intensity invariant sexgjo
the aforementioned facial area works well as a Hasis face template. After the face detection algoritta®m
discovered this pixel area, any desired area can be spii ing proportions of an average human face. The
author decided to utilize the following as a basis for diatgnsity sensitive and brilliant intensity sensitive
templates after reviewing the preceding photographs. A mgen is 33.3 percent (of the width of the square
window) below this once these are placed in a subjects f

Figure 12: Basis fdiraght intensity invariant sensitive template.

Note the minor changes to the bright intensity invarserisitive template (see Figures 4), which were
required due to the system's pre-processing to overcoeven lighting. Now that suitable dark and bright
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intensity invariant templates have been chosen, ntis to figure out how to use them to create two A-units
for a perceptron, i.e., a computational model to assigronsuo the distributions shown.
Face Detection Algorithm:

Lighting Compensation

™
Color Space Transformation [

Skin Color Detection

Eye/ Mouth Detection
Face Boundarv
=

Veritying/ Weighting
Eves-Mouth Trianales

Eacial Esature Datection |

Figure 13: Face diita algorithm (Viola-Jones Algorithm).

Haar-like characteristics are digital image featuresl irsebject recognition, according to Wikipedia. They
were utilized in the first real-time face detector antitgeir name from their intuitive resemblance to Haar
wavelets. Haar-wavelet is a sequence of rescaled ssjugiet “functions” which is very similar to Fourier-
analysis. It was proposed by Alfred Haar in 1909.

o 0 0.1 0.2
0 0 0.2 0.3
0o 0 0.2 0.1
0 0 0.2 0.1
ideal Haar-feature these are real values
pixel intensities detected on an image

Figure 14: Haar-feature pixel intensities

Pixel intensities of 0 mean white and 1 mean black énideal Haar- feature. The Viola-Jones method will
compare how near the actual situation is to the idesditton.
1) Let's take a look at the white pixel intensities ahalev
2) Add the black pixel intensities together.
Here, A = Dark - White = (1/n) (3 I(dark) - > I(white))
Generally A value for ideal Haar-features is 1.
A value for the real image: 0.74 -0.18 = 0.56.
The closer the value to 1, the more likely we have fauhfhar-feature.
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Figure 15: Applied algorithm on the image.
Using Haar features algorithm we have measured or detentages more than 94% with better accuracy.
Face recognition process using template matching odethh is comparable to the template matching
technique used during face detection, except we're tryingctgmeze a face instead of categorize this as a
‘face' or a 'non-face.’'

Figure 16acE recognition using template matching

Recognition of human face by adding a name: A databas®ikeetion of data that may be retrieved at a later
time. They can be as small as a single table tam@e las a group of tables with millions of tuples and
columns. It is unlikely that the project will necestdta database with more than a few tables. Thereomgs
one genuine consideration when it came to choosing aad&tabnd that was MySQL. This is because of the
following reasons: When compared to Oracle or Micros@it Server, it is readily available and free to use,
is extensively used by many enterprises, and provides gadorrpance, dependability, portability, and
stability. It is easily controlled using PHP, and theeeraumerous books and user guides available online.

5. Results and Discussions

After completing the whole process real-time facegeition on webcam and face recognition from
a recorded video test was done.

5.1 Accuracy Calculation

True Positive (TP) is a genuine point of interest thmttn appropriately identified. The correctly
detected faces can be calculated as:
True Positives rate (TPR) = TP/(TP+FP).
Where, TPR= True Positive Rate, TP= True Positive, Filse Positive.
False Positive (FP) is a genuine object of curiosityhiaa been mislabelled as negative. False Negatiee Ra
(FNR) can be calculated as:
FNR = FN / (FN+TP).
Where FN= False Negative, FNR= False Negative Rate.
Now, Accuracy = (TP + TN) /(TN + TP + FN + FP)
Where TN= True Negative.
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We measured or recognized images with more accuracy tham@hipesing the Haar features technique. We
had taken around 1500 data and by analysing them using an gaegwation we had measured the accuracy
for our project. Where the detection rate was around 8%pe

5.2 Real-time face recognition on webcam

We have used a webcam of HP laptop for recognizing bothumteammates and then we have
become successful to recognize depending on our trainingAfea completing all the parts of our project,
we got this can recognize image details with image namesajyiring an image from the webcam. The
output is given below:

Figure 17: Face recognition
5.3 Face recognition from a recorded video
At first, we have downloaded a movie part from the movie “Three Idiots”. Secondly, we have trained

five faces of prominent characters of this movide detected names are listed below: Ranchor ,Dash
Engineering SirRaju Rastogi, SilenceFarhan Quraishyand the other persons are considered as “Student”.

Figure 18: Recognized video

6. Conclusion
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We expect our work to impact several fields of reseamth @evelopment in the future. The
computational models used in this research project werlaegiafter a thorough investigation, and the
project's successful testing results demonstrate thatetestions were sound. We also expect our work to be
efficient and applicabléo various fields. The limitation of our research work he testricted number of
eigenfaces employed in the PCA transform, the systemchwised both manual and automatic face detection,
failed to attain a recognition accuracy of more than 94 pertetibis study, the system was put through its
paces under extremely severe conditions, and it is peedtbat real-world performance will be far more
exact. However, it is very easy to detect unknown pergol® office, home or institute etc. because this
system is capable of taking faces from webcam or recorided. We plan to extend our research work in
future to prevent crime by adding eye detection technique. gdiineye detection technique to the existing
system would be a minor maodification that would not neitate a lot of further studies.
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