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Abstract

In the age of information, vast amount of data is within the graspeoj@ve. The availability and amount of
information is absurd that it could lead to information overload. Recomenesystems exist so that it could recommend
information that are relevant and appropriate based on user’s preference. Content-based filtering (CBF) is a recommender
system approach that focuses solely on user preference and comteiteai. CBF works by recommending items that
satisfies user’s interest based on user’s previously liked items. CBF suffers the problem of overspecialization or also
called the serendipity problem. Overspecialization occurs when the itatreg¢tbeing recommended is very similar to
the previously liked item of the user, thus, not being able tomermd unexpected recommendations. The researchers
used a pure content-based @aph in eliminating the overspecialization problem. The researchers’ first method is to use
K-Nearest Neighbors (KNN) algorithm to find the nearest neighbors of the top recommended items. The researchers’
premise is to recommend similar items of simitami. The researchers’ second method is to use the percentile concept in
the cosine similarity matrix of all the items. This method lets the researckeenpoverspecialization by recommending
items that are in the lower percentiles since overspecialization occurshiighiee percentiles. The result of this study
shows that the first and second are effective in preventing overspéializacause these methods recommended
unexpected yet relevant items.

Keywords: Content-based filtering; Cosine similarity nxat<-Nearest Neighbors; Overspecialization; Perdemtiethod
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1. Introduction

With the availability of vast amount of information in the internet, internet “information overload” is now a
thing. Almost all general topics, fields, and information known to man caa&iy found in the internet. A
person using the internet has his/her own preferences which informatmpics he/she wants to browse and
does not probably want to view all the available selection existing in the internet. Whir&srecommendation
systems come to take place. Recommendation systems are systems that heglprssesdize their user
experience of a system or an application according to their preferenceat(@thalr, 2015). There are several
approaches on how a renmender system be fit by their user’s preferences and these major approaches
collaborative filtering, knowledge-based recommendation, and the content-basét fitezifernig et al.,
2014). Content-based filtering is a recommendation system approacbctisas on user’s preference profile,
user’s interaction with a system or application, and item description (Sharma and Gera, 2013). Content-based
filtering could also let users build their profile explicitly by asking users theirdieltterest upfront (Badriyah
et al., 2018).

In creating Content Based Filtering, we will first extract the attributes of items that wilkdzb for
recommendation. Then, compare the extracted attributes with the user’s preferences. User’s preferences refer
to items likedor consumed by the user. Lastly, items that fits the user’s interest the most will be recommended
and displayed (Thorat et al., 2015). An advantage of content-based filteitingypersonalized because users
are the ones building their preference profile yet there is also the disadvantagersgecialization of
recommended items (Thorat et al., 2015). According to Barragans-Martaéz(2010), the fundamental
problem of content-based filtering algorithms is their tendency to over-spediafizselection by proposing
only things that are quite similar to previous products liked by the usete@ebased filtering (CBF) is
incapable of creating unexpected recommendation results, also known as sereralifeity fBadriyah et al.,
2018).

The objective of the study is to remove the overspecialization problem of thtenGtased filtering
algorithm and to provide users a wider range of related items. In ordieisty we will utilize cosine similarity
matrix, K-Nearest Neighbors Algorithm(KNN) on initial similar items recommendedPancentile Concept
as the range of how similar recommended items will be.

(10 pt) Here introduce the paper, and put a nomenclature if necessabgxmwith the same font size as the
rest of the paper. The paragraphs continue from here and arsepalsated by headings, subheadings, images
and formulae. The section headings are arranged by numbergniolodd pt. Here follows further instructions
for authors.

2. Related Work

According to Thorat et al. (2015), The Content-based filtering methéetsfifom overspecialization, which
is the problem when the recommendation system suggests the same type of items, using only the active user’s
preference as basis for the recommendation. Content-based filtering recatiorersystems works by
calculating set of items that are closely related to the items that the user is already tmmiliatbased on the
user’s item preferences (Felfernig et al.,, 2014). According to Sharma and Gera (2013), Content-based
recommendation metlds utilizes the similarities of an item to the user’s item preferences. Overspecialization
occurs in recommendation system when the items being recommended are lah@adyto the user. In
content-based filtering method, only the very similar items to the previous ifeaih the target user has
previously consumed are recommended to the target user and this leads tdeheyteh over specialization
according to Barragans-Martinez et al. (2010). Sollenborn and FudR)(&48id that the content-based filtering
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method runs the tendency of recommending items that are pretty imiletn, salmost alike, to the previously
consumed items of the target user.

By combining content-based filtering with collaborative filtering method, it issibte to eradicate ¢h
problem with using only content-based filtering or using only collaboraitiegifig (Polcicova et al., 2000).
Reddy et al. (2018), indicated that both content-based and collaborativefiftesedy have their own
disadvantages and drawbacks. To overcome those, researchers suggested eoaety, appybrid approach
which basically combines the advantageous features of both methods. Kamran @0aldi&ussed a movie
recommender system by integrating content-based and collaborative filtering algokiéhmart, P., & Herzog,
D. (2016) developed Personalized Sports News Recommendations (Hybridn@BH) that utilizes creation
of user Profile based on user reading history (article keywords), and user’s specifying her or his favorite sport
and team. Vector Similarity was used for similar articles. Adjusted Cosine Similarity was usatinfys of
other users (CF).

Ali et al. (2018) suggested a hybrid movie recommendation algorithm that usee Cogrelation to know
the degree of relevance of similar movies to one another. Badriyah eD&F) (&tudy creates a hybrid
recommendation system for e-commerce that use both Content-basedllabdr@tive Filtering approaches
to determine the similarity between product descriptions and user profiles.e(dsitance was used to
determine the similarity of related items and profiles. Badriyah et al. (20a8)cted study on association rule
mining on a property site utilizing a content-based filtering approach and iani afgorithm. Barragans-
Martinez e al. (2010)’s study was about TV Program recommendation that uses content-based filtering and
collaborative filtering. Profile Creation was utilized in this study that takes into coasaewhat user likes,
what channels the user has access to, demographic and lifestyle informasioe. Carrelation was used to
determine the correlation of the product vectors and the user model. Consideration of other user’s rating history
is where the collaborative filtering method takes place. De Campos et al’@@d@y uses a Hybrid approach
(uses content-based filtering and collaborative filtering) and Bayesian network madeVidiage
Recommendation. Kamran et al. (2020) developed a movie recommender lsysteegrating content-based
and collaborative filterig algorithms. User Profile creation was utilized specifically User’s rating for the CBF
part and Pearson Correlation was used for user-user correlation as the Collaborativg péter

The study by Mathew et al. (2016) describes a Book Recommendation Syst8irtliBRyenerates efficient
and effective suggestions by combining features from content-based fil{€ftg), collaborative filtering
(CF), and association rule mining. They suggested a hybrid algorithmifpmthich combines two or more
algorithms to help the recommendation system suggest the book depamttiegouyer's interests. Creation of
User Profile was utilized by looking into the book purchase history of theEdat Algorithm was also used
to mine the related frequent item sets. Ratings of Other users abowk wérecalso taken into consideration.
In Pandya et al. (2016)’s study, they clustered the rating matrix by user similarity. The clustered data is then
converted to Boolean data and Efficient rules for applying the Eclat AlgorithBBoolean data generation
occurs. Finally, depending on the rules generated recommendation ocairsefbarch demonstrates that
strategy not only reduces the amount of sparsity but also increases the preitfsishich a system operates.

In Shahbazi and Byun (2019)’s study, CBF extracts user metrics such as clicks, purchases, visited pages,
time spent on a website, and product categories. This information is usedtta client profile, which is then
used to propose goods in this category. CF extracts information aberg based on their behavior and
priorities and forecasts their resemblance to other users. Zhao et al.{20d&3ted a hybrid filtering approach
for customized mobile search that combines content-based and collaborative filteeidgrrifér utilizes the
mobile user's feature model, which is created from the user's queny histfilter the results, whilst the latter
filters the results using the user's social network, which is formed frooséinis communication history.

Serendipity impacts are defined by Felfernig et al. (2014) as an accidentalgmeétitinomething beneficial
despite the user not conducting a relevant search. They are mostly perforitne application of CF methods.
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Such effects are impossible to achieve with content-based filtering because it tidekenother users'
preferences (ratings) into account. According to Sharma and Gera (R0CBF, users may be limited to
obtaining ideas that are similar to those already known or indicated in thiliepin some scenarios, which is
referred to as an overspecialization issue. It makes it more difficult for theoutiecover new things and other
accessible choices. On the other hand, diversification of suggestions is a dbsiradteristic of all
recommendation systems. Lenhart and Herzog (2016) mentioned thabite chitems suggested in CBF
remains limited. This is a typical limitation of pure content-based RS and earetm®me through the use of
a hybrid method. They upgraded the recommendation system in thidgtirttluding a collaborative filtering
component that increased the variety of options. Thorat et al. (2015) staedCBF suffers from
overspecialization as a result of advocating for the same kind of themes. Accordops tet al. (2010), there
is no intrinsic technique for content-based recommenders to help is®engadl anything surprising. The system
recommends goods that have a high score in comparison to thrafer hence, the user will be shown items
that are comparable to those previously rated. This disadvantage is also dsdiwenserendipity problem,
alluding to content-based algorithms' proclivity for generating recommendatitina low novelty.

Pereira and Varma (2018) study utilizes C4.5 algorithm for users stynf&-Growth algorithm for similar
items in a Financial Planning Recommendation System (Hybrid). Pandya et al. (281tfy ionportant
challenges faced by recommendation systems, including "data scarcity" anddabldrsey presented a novel
technique based on the combination of clustering to overcome these obstagjesofibined the approach
with the Eclat Algorithm to improve rule generation. Badriyah et al. (201&)umted study on association rule
mining on a property site utilizing a content-based filtering approach and iani afgorithm. The Apriori
Algorithm was used to build a search database based on advertising content byngpumiwieight of data in
relation to the frequency of view on the user's search. The study by Mathew2&t18l) describes a Book
Recommendation System (BRS) that generates efficient and effective suggestionsiningdiedttures from
content-based filtering (CBF), collaborative filtering (CF), and association rule miriing.sliggested a hybrid
algorithm for this, which combines two or more algorithms to help the recodatien system suggest the
book depending on the buyer's interests. Tewari and Barman (@@&s8nt a recommendation system (RS)
that uses dynamic content-based filtering, collaborative filtering, association rulegigiod mining to create
item suggestions for users.

3. The Proposed Method

Content-based filtering works by recommending users similar items baséthothe user previously liked
or consumed. Figure 1 shows how content-based filtering basically wasleng to Thorat et al. (2015).

ltems » User [ Recommendation]
Attribute Profile

Filtering
Attribute with L_Jser
Definition Profile

Fig. 1. Thorat edl. (2015)’s representation of content-based filteringNote. This model was produced by Thorat et al. irb2@&scribing
how content-based filtering works. FrofBurvey on collaborative filtering, content-basetkfihg and hybrid recommendation systém.
By Thorat, P. B., Goudar, R. M., & Barve, S. 20lt&ernational Journal of Computer Applications (978887), 110(4), 3B6.
January 2015Adapted with permission.
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In Figure 1, the first step in content-based filtering approach is to educe thetestobthe item.
Attributes in this sense means the useful features that can describe an item. Next is cusetipgddile.
User profiles can be created by looking on what items the user liked. Finalblgtirithm will recommend
similar items to what the user has liked. Overspecialization occurs at the “Recommendation” part in Figure 1
when the recommendediitie are very similar to user’s liked item.

3.1.The Proposed Modification of the Content-Based Filtering Method

The researchers proposed a modified approach to content-based filteringintkato eliminate the
overspecialization problem. Figure 2 shows the overview of the proposed dpproac

Liked items
Users liked ltems

Iltem Educe Iters’
Attributes . Application of K-
L!St.Of Items , Nearest Neighbors to
/ Similar to User’s the List of Similar

items

Application of
Percentile Concept Recommendation

Fig. 2. The proponent’s modified approach to content-based filtering

In Figure 2, the first step in the proposed method will still be the extraction ofl ésatures of
items that came from item attributes (description, title, etc.) using Term Frequemneysel Document
Frequency(tf-idf). TF-IDF is used to extract keywords from a documentolsatses the weight or
importance of each word in a document in comparison to all other docurfieat$F*IDF algorithm weighs
a keyword in a content and assign importance based on the number of tinpesiisap the content. The
study of Badriyah et al. (2018) uses the Text Mining TF-IDF approacttriacetags automatically from a
product's description. In general, the TF-IDF methodology is used to dwteitne quantity of words that are
connected between texts. The formula for computing the TF-IDF is as follows:

N
TFIDFy, = FREQq, (1+log (—DFREQ)) 1)
where,
FREQu, =number of term t in the document d
N = Total number of document used
DFREQ, = number of documents where term t appears
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The next step will be taking note of user’s liked items then comparing it to other items using cosine
similarity between the items’ tf-idf score and the liked item’s tf-idf score. Cosine similarity is the similarity
measure between two vectors. The cosine computation of the angles between twds/astat to determine
their similarity. Basically, the cosine similarity score goes up when two vectors havestarsalbetween
them and similarity goes down as the distance between them grows. Thus, twoarecsaiid to be identical
if they produce an angle of 0 ° (zero degrees) or if their cosiredsegne (1).

sim(A,B) = cos(8) = AL — __ZizaAiBi @

AlllBI —
VAIET ™ oo a7 ot o7

where,
sim(A, B) is a similarity measure between vector A and B
A; B; arecomponents of vector A and B respectively

Basically, the tf-idf scores of items will be used to create the cosine similarity matsxcddine
similarity matrix is a matrix that shows the cosine similarity score of an item to alli@they. The matrix
will then be used to produce the list of recommended items. The items will be listeéscending order
based on their scores in the matrix. This list would be called the “trunk list”. The first method of the
researchers to prevent overspecialization would be the application of K-Nearest Neagpbathm to items
with the highest cosine scores in the “trunk list”. According to Ali et al. (2019), the K-Nearest Neighbors
algorithm is as follows:

1. Assign the number of nearest neighbors which is also called the K values.

2. Determine the distance between the sample to all other samples.

3. Arrange the distance and based on the K-th minimum distance, detdrenirearest neighbors

4. Organize the categories of the nearest neighbors

5. Assign the prediction value of the new data object based on the catetiwyra@djority of its nearest
neighbors

Fig. 3. K-Nearest Neighbors Algorithm according to Alakt(2019)

Applying K-Nearest Neighbors will produce items that are similar to the top recasech@éems.
Basically, the premise of the researchers is recommending “similar items of similar items”. In figure 4 below,
the researchers shows a visualization of the application of K-Nearest Naighther trunk list” and how it
will be used for recommendation.
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Item 6

—

of K-Nearest
Neighbors to

. /ﬁ Item 4 I Item 5

. the List of Item 7 I Iltem 8 | Iltem 9
List of Items Similar
Similar to User’s Items
Liked items N
Item 10 1 Item 11 I Item 12
A ,

Fig. 4. Example of Recommending similar items of the “trunk list”

In figure 4, let us assume that there is item X that came from user’s liked items. Using the cosine
similarity matrix, it produced a “trunk list” that recommends the most similar items to item X. The researchers
used a trunk list that contains items 1, 2, and 3 as an example. After appMiearest Neighbors to items 1,
2, and 3, it shows their nearest neighbors. For item 1, items 4, 5, and 6udameée its nearest neighbors.
As for item 2, its nearest neighbors are items 7, 8 and 9 and for ther8rdts nearest neighbors are items
10, 11, and 12. The researcher’s premise in this approach is that some of the nearest neighbors of the “trunk
list” may prevent the overspecialization problem in the occasion that 1.) it is not that similar to item X or 2.) it
is novel to the user, thus, the probability of eliminating the serendipitygeealization problem of content-
based filtering is present.

The second method of the researchers in preventing the overspecialization pvobtenthe
utilization of percentile concept. Percentile indicates the percentage of scores that algieén igher. For
an example, 75th percentile refers to items that has a greater cosine similarity scot/ludrall the items.
Using percentile concept, we can set a range of values where the recommendation wilhdroom

Trunk List Cosine Similarity to Iltem X
(0.099) _
80" Percentile
List of Items Item 2 (0.088)
Similar to User’s
Liked items ltem 3 (0.070)

ltem 10 (0.010)

Fig. 5. Using Percentile Concept in Content-Basderitig
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In figure 5, let us assume that item X has a “trunk list” that contains items 1, 2, up to item
10,arranged in descending order based on their cosine siystarie to item X. The researcher’s premise in
using percentile as the range of where recommendations will come from is thighttretie percentile, the
more similar it is to item X, the higher the chance of overspecialization. Bagnmending from lower
percentiles could prevent overspecialization. Aside from preventing overspecialitatigmpoposed method
gives transparency to the user on the degree of similarity of the recoeufitsmds to item X. In summary,
the proposed modified algorithm is listed in Figure 6.

1. Educe the item attributes using tf-idf.

2. Create cosine similarity matrix of all the items.

3. Collect user’s liked item.

4. Arrange items in descending order based on their cosine similarity scoregarmn to thaiser’s liked
item to create the “trunk list”. Recommend the top 5 items in the “trunk list”

5. By applying KNearest Neighbors, get 3 nearest neighbors of each of the top 5 items in the “trunk list” and
recommend it.

6. In the “trunk list”, determine the 60" percentile in the cosine similarity matrix of item X and assign it as
the start of the percentile range and @@rcentile as the end. Recommend items that have a cosine simi
score between the B&nd 8¢ percentile.

Fig. 6. Framework of the Proposed Modified Algamih
4. Results and Discussion

For the experimentation of the modified algorithm, the dataset that the reseasghtkis the top 250 rated
movies according to IMDB.

4.1.Data Pre-processing

IMDB’s top 250 rated movies include information such as title, year, genre, ratings, etc. There is a total of
35 columns in the dataset. To extract the attributes of the 250 movies, wedtlsbrpre-process the raw data
that we have. The researchers only used the columns ‘Title’, *Genre’, ’Director’, *Actors’, *Plot’ as features for
the recommendation. Then, we created a “bag of words” from the features *Genre’, *Director’, ’Actors’, and
’Plot’. The “bag of words” is a set of words that comprises words that are used in the said features. Basically,
the researchers combined the said columns to create a unified column which is the “bag of words”. In addition
to that, this “bag of words” has been cleared of English stop words such as ‘a’, ‘the’, ‘is’, ‘are’, etc. so that only
the relevant words remain to describe the movie. This leaves the researchers with a datasetimstwo
columns namely, the title column and the “bag of words” column that the researchers referred as keywords

column.
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Table 1. Raw Data from the Top 250 IMDB Movies Dat#Eest 3 Movies)

Title Genre Director Actor Plot
Tim Robbins, Two imprisoned men bonc
The . over a number of years,
Crime, Frank Morgan Freeman, Bot .~
Shawshank i~ finding solace and eventual
X Drama Darabont  Gunton, William )
Redemption redemption through acts of
Sadler
common decency.
The aging patriarch of an
The Crime, Francis Ford Marlon Brando, Al organized crime dyngsty
Godfather Drama Coppola chmo, James Caan, transferg control.of his .
Richard S. Castellano clandestine empire to his
reluctant son.
The early life and career @
. Vito Corleone in 1920s New
The . Crime, Francis Ford Al Paplno, Robert York is portrayed while his
Godfather: Duvall, Diane Keaton, :
Drama Coppola ; son, Michael, expands and
Part Il Robert De Niro

tightens his grip on the family
crime syndicate.

Table 1 shows the raw data from the dataset. It contains the title, genre, name ofahicteictors, and the
plot of the movie.

Table 2.Preprocessed data (First 3 Movies)

Title Keywords

The crime drama frankdarabont timrobbins morganfreeman bobgtsnwtoimprisoned
Shawshank - .
Redemption men bond number years finding solace eventual redemption acts caegecy

crime drama francisfordcoppola marlonbrando alpacino jamescaan aging patr
organized crime dynasty transfers control clandestine empire reluctant son
crime drama francisfordcoppola alpacino robertduvall dianekeaton early life ¢
vito corleone 1920s new york portrayed son michael expands tightpriamgily crime
syndicate
Table 2 shows the data that has undergone pre-processing.

The Godfather

The Godfather:
Part Il

4.2.1tem Attribute Extraction

Term Frequency - Inverse Document Frequency(tf-idf) was used to calculate tie efedgch word on
each movie’s keyword column since the keyword column is in string format. Each word on the keyword column
was given a weight based on how important it is across all the document. This alscsdbeviedtures of the
movies into a humerical value which will be useful for creating the cosine similarity matrix
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4.3.Cosine Similarity Matrix

Using the tf-idf scores of the keywords of the movies, we can get the cosileeisiracore of all the movies
in comparison to all other movies.

Table 3 Cosine Similarity Matrix of the First 3 Movies in Coarson to One Another

The _ Shawshan} The Godfather The Godfather:
Redemption Part Il

The
Shawshank 1 0.014 0.012
Redemption

The

Godfather 0.014 1 0.095

The
Godfather: Part 0.012 0.095 1

Table 3 depicts a 3x3 cosine similarity matrix. With all the movies considerededbarchers made a
250x250 matrix. These values refer to how similar the movie is to anothée.mMavan example in Table 3,
the movie “The Godfather” in comparison to “The Shawshank Redemption™ has a cosine value of 0.014. On
the other hand, the movie “The Godfather” in comparison to “The Godfather: Part II” has a cosine value of
0.095. This means that “The Godfather” is closely similar to “The Godfather: Part II” compared to “The
Shawshank Redemption”.

4.4. User’s Liked Item and “Trunk List”
For the recommendation to commence, the researchers used the movie “The Godfather”. The researchers

looked up the cosine similarity matrix of the movie and arranged theemiovdescending order based on their
cosine similarity score to get the highest similar movie down to the lowest, thus creating the “trunk list”.

Table 4 The Godfather” trunk list (Top 5 movies)

Title Cosine Similarity Score compared to “The Godfather”
The Godfather: Part Il 0.095
Apocalypse Now 0.050
Scarface 0.032
On the Waterfront 0.031
The Night of the Hunter 0.029
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4.5.K- Nearest Neighbors of “Trunk List”

We will apply the KNearest Neighbors algorithm to the top 5 movies in the trunk list of “The Godfather”.
We will look for 3 nearest neighbors of each of the 5 movies as a wagwverp overspecialization.

Table 5. KNearest Neighbors of “The Godfather: Part 117

Title Cosine Similarity Score compared to “The Godfather”
Goodfellas 0.018
Annie Hall 0
Taxi Driver 0

Table 6. KNearest Neighbors of “Apocalypse Now”

Title

Cosine Similarity Score compared to “The Godfather”

The Deer Hunter
Full Metal Jacket

Platoon

0.001
0.001
0.001

Table 7. KNearest Neighbors of “Scarface”

Title Cosine Similarity Score compared to “The Godfather”
Casino 0.026
No Country for Old Men 0.012
Prisoners 0.013

Table 8. KNearest Neighbors of “On the Waterfront”

Title

Cosine Similarity Score compared to “The Godfather”

12 Angry Men
The Exorcist

The Departed

0.015
0
0.015
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Table 9. KNearest Neighbors of “The Night of the Hunter”

Title Cosine Similarity Score compared to “The Godfather”
The Killing 0.016
Touch of Evil 0.015
Double Indemnity 0.014

The tables 5 up to table 9 shows the nearest neighbors of the first 5 movies inkhisttnf the
movie “The Godfather”. As you can see, it recommends movies such as “Annie Hall” with a cosine score of
0, “Taxi Driver” with also a cosine score of 0, and “Platoon” with a score of 0.001. This shows that those
recommended movies are of low to no similarity to “The Godfather”. This attempt of recommending similar
movies of similar movies have solved the problem of serendipity since it regatachmovies that are not
too specialized for the movie “The Godfather”.

4.6.Percentile Concept

The researchers used the 60th up to 80th percentile as the range where reatiomsendl be coming
from. This attempt of the researchers to prevent overspecialization utilizes itihe giaslarity scores in the
matrix of the movie “The Godfather”. Using the percentile concept, the researchers can determine beforehand
how similar recommended items will be. 60th percentile has a cosine value bf QBile the 80th percentile
has a cosine value 0of 0.012. The recommendations in this method will be considered as “other movies you might
like” since it offers a wider range of related movies.

Table 10: Movies From 60th Percentile up to 80th Peiteent

Title Cosine Similarity Scoreompared to “The Godfather”
Dogville 0.012
Out of the Past 0.011
The Great Escape 0.001
Judgment at Nuremberg 0.001
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Table 10 shows the movies from 60th up to 80th percentile. These movies hiare &co®e from
0.001 to 0.012 in comparison to “The Godfather” movie. If queried, The 10th movie in the trunk list is the
movie “Fargo”, with a cosine score of 0.019. This means that the movie “Dogville” which has a score of
0.012 is close to the top 10 recommended movie but not that close parsibility of overspecialization to
occur.

5. Conclusion

In this paper, the researchers proposed a modified content-based filterimad rttedh uses K-nearest
neighbors algorithm and percentile concept to prevent the overspecializatiempad content-based filtering
method. Collaborative filtering method is often used as the answer to the oiadiztéan problem of CBF.
This paper uses a pure content-based filtering approach to prevent eéhgpemialization of item
recommendations. The first method of the researchers to prevent overspecidbgagtoommending similar
items of similar items using the K-Nearest Neighbors Algorithm was seemed to b@veffgoce it
recommended movies with little to zero cosine scores in comparison to the user’s liked item. In addition, this
method recommends a wider range of items yet not totally random simes¢hechers utilized the most similar
items to user’s liked item. The second method of the researchers to prevent overspecialization, which is the
percentile concept was also effective since it gives transparency and could easiljptated on how similar
recommended items will be. We can prevent overspecialization by choosingeaaf percentile that is less
than 90th.

For future works, the researchers recommend to find the optimum ramgecehtile values to be used
wherein it is not overspecialized yet not that irrelevant to the user’s liked item. It is also recommended to test
the study in an actual system with larger datasets and with user feedbacisetodininance the study.
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