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Abstract 

Due to substantial technological advancements, people's needs have expanded. Consequently, there has been 

an increase in the number of loan approval requests in the banking industry. Several criteria are considered 

while selecting a candidate for loan approval in order to ascertain the loan's status. Banks encounter major 

challenges in evaluating loan applications and mitigating the risks linked to prospective borrower defaults. 

Due to the need to thoroughly assess the eligibility of every borrower for a loan, banks consider this process 

as notably burdensome. First the balancing of dataset will the performed. Recognizing the gravity of this task, 

the present study undertook the balancing of datasets as an imperative precursor, employing two 

oversampling techniques, SMOTE and ADASYN, for comparative analysis. The investigation aimed to 

discern the most efficacious balancing strategy for loan approvals by harnessing the analytical capabilities of 

algorithms such as Logistic Regression and Support Vector Machines (SVM). This exploration highlighted 

the distinct advantages and limitations intrinsic to each technique, underscoring the significance of aligning 

the choice with the dataset's unique attributes and the financial institution's objectives. Compellingly, the 

results of the study demonstrated that SMOTE, when paired with SVM, emerged as the superior method, 

yielding the highest accuracy rate of 93.55%, thereby recommending its application as a robust and 

generalizable strategy for enhancing the accuracy and reliability of loan approval processes in the banking 

sector. 
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1. Introduction 

In an era of unprecedented technological progress, the banking industry is experiencing a transformative shift 

to meet the diverse needs of its clientele. With a surge in loan approval requests driven by demands for 

homeownership, education, and entrepreneurship, there is a pressing need for sophisticated credit risk 

assessment methods. Traditional manual underwriting methods have proven inadequate, prompting financial 

institutions to adopt machine learning (ML) algorithms to enhance efficiency and accuracy in loan approvals. 

Accurate prediction of loan eligibility has become critical, traditionally based on manual assessment but now 

significantly enhanced by ML techniques. A major challenge is the class imbalance in datasets, where instances 
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of loan defaults are far fewer than approvals, potentially skewing predictive models and leading to unfair 

decisions. Addressing this imbalance is crucial for technical accuracy, ethical standards, and regulatory 

compliance. 

To mitigate class imbalance issues, techniques like SMOTE (Synthetic Minority Oversampling Technique) 

and ADASYN (Adaptive Synthetic Sampling) have been developed. SMOTE creates samples by interpolating 

existing minority instances, while ADASYN focuses on generating samples near harder-to-learn minority 

instances, creating a more adaptive balance. While these techniques have shown potential in various fields, their 

impact on bank loan eligibility prediction requires further exploration. 

1.1. Statement of Problem 

In the banking sector, the decision-making process for loan eligibility is crucial. Despite advancements in 

efficiency and accuracy through machine learning (ML) techniques, a significant challenge persists: imbalanced 

datasets. Typically, loan eligibility datasets are skewed, with one class (e.g., loan defaults or rejections) being 

underrepresented compared to another (e.g., loan approvals). This imbalance can lead to biases in predictive 

models, favoring the majority class and resulting in unfair or inaccurate loan decisions. 

The challenge is magnified when considering different ML models, such as Support Vector Machine (SVM) 

and Logistic Regression, each with unique data analysis and prediction approaches. The effectiveness of these 

models in handling imbalanced datasets in loan eligibility contexts is not fully explored. Moreover, while 

techniques like SMOTE (Synthetic Minority Over-Sampling Technique) and ADASYN (Adaptive Synthetic 

Sampling) aim to address class imbalance, their impact on the predictive accuracy and bias of these models in 

the banking sector remains unclear. 

 

1.2. Research Objectives 

● To compare SMOTE and ADASYN balancing technique with the help of machine learning algorithms. 

● To build a robust model for bank loan default risk predictions 

 

1.3. Research Questions 

 

● How do SMOTE and ADASYN balancing techniques affect the performance of machine learning 

algorithms in predicting bank loan default risk? 

● Which combination of SMOTE, ADASYN, and machine learning algorithms results in the most accurate 

and fair bank loan default risk prediction model? 

 

2. Literature Review 

In 1997, [1] et al. examined the challenges of imbalanced training sets in machine learning and proposed "one-

sided selection" to improve classifier performance by selectively choosing training examples.In 1998, [2] et al. 

found that Naive Bayes performs well despite the assumption of feature independence, especially when feature 

distributions have low entropy .In 2002, [3] et al. demonstrated that combining over-sampling of the minority 

class with under-sampling of the majority class enhances classifier performance .In 2005, [4] et al. introduced 

borderline-SMOTE1 and borderline-SMOTE2, which showed superior performance in managing the minority 

class compared to traditional SMOTE .In 2008, [5] He et al. proposed ADASYN, which adaptively generates 
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synthetic samples for challenging minority class instances, improving learning outcomes from imbalanced 

datasets .In 2009, [6] et al. developed EasyEnsemble and BalanceCascade, which use multiple subsets of the 

majority class to improve classifier performance while maintaining comparable training times .In 2009, [7] et 

al. emphasized the need for new principles and algorithms to handle imbalanced learning challenges in vast 

data-driven environments .In 2009, [8] et al. enhanced information retrieval systems by using balancing 

algorithms to improve classification performance .In 2009, [9] et al. introduced novel methods to improve the 

Naive Bayes model's precision and detection rate in email spam detection .In 2009, [10] et al. provided a 

comprehensive review of challenges and solutions associated with classifying imbalanced data .In 2010, [11] 

et al. found that generative oversampling significantly enhances results with linear SVMs for text datasets .In 

2011, [12] et al. introduced the Structure Preserving Over-Sampling (SPO) method for imbalanced time series 

data classification, improving performance over traditional techniques .In 2014, [13] et al. introduced IRUSRT, 

which significantly outperformed existing methods for addressing class imbalance in 23 real-world datasets .In 

2019, [14] et al. highlighted the SVM's evolution and its effectiveness in high-dimensional data applications 

like document classification .In 2021, [15] et al. developed a predictive model for early recovery from post-

prostatectomy incontinence using preoperative MRI data .In 2021, [16] et al. showed that XGBoost provides 

robust predictive capabilities for identifying high-risk loan customers .In 2021, [17] et al. found that Random 

Forest performed best among several algorithms for predicting loan approvals and default risks .In 2022, [18] 

et al. used SMOTE-ENN to improve the performance of the Random Forest Classifier in predicting heart failure 

survivability . 

In 2022, [19] et al. demonstrated the high accuracy of Random Forest and other machine learning algorithms 

in enhancing the loan approval process .In 2023, [20], [21] et al. developed a theoretical analysis of SMOTE, 

providing insights into the representativeness of generated samples .In 2023, [22] et al. found that random 

oversampling and hybrid approaches are effective for different degrees of class imbalance in educational 

datasets .In 2023, [23] et al. provided a comparative analysis of oversampling techniques like SMOTE, 

Borderline-SMOTE, and ADASYN for various machine learning tasks .In 2023, [24] et al. cautioned against 

the indiscriminate use of dataset balancing techniques due to varying impacts on different evaluation sets .In 

2023, [25] highlighted the potential of machine learning models in revolutionizing the loan approval process in 

the banking sector .In 2023, [26] et al. identified the Naïve Bayes algorithm as the most effective for enhancing 

the loan approval process with an accuracy of 83.73% .In 2020, [27] et al. introduced a hybrid method 

combining SMOTE with ensemble machine learning models for bankruptcy prediction .In 2020, [28] et al. 

explored using SVMs for dimension reduction, showing improvements in estimation accuracy .In 2020, [29] et 

al. found that boosting techniques significantly outperformed traditional decision trees in loan approval 

predictions .In 2016, [30 ]et al. introduced GASMOTE, improving over traditional SMOTE by enhancing F-

measure and G-mean metrics .In 2016, [31] et al. proposed new cost functions to improve logistic discrimination 

for imbalanced datasets In 2015, [32] et al. introduced a dynamic over-sampling approach using SMOTE and 

back-propagation to optimize neural network training for imbalanced datasets .In 2015, [33] et al. introduced 

MDOBoost, a technique combining boosting and over-sampling to enhance learning from multi-class 

imbalanced datasets .In 2023, [34] et al. showed that ensemble methods, particularly ExtraTrees with 

SMOTEENN, significantly improve the prediction of child health outcomes . In 2023, [34] et al. investigated 

the use of ensemble machine learning classifiers and class imbalance techniques like SMOTE, SMOTEENN, 

and SMOTETomek to predict diarrhoea in children under 5 years old. The study found that ensemble methods, 

particularly the ExtraTrees classifier with SMOTEENN, significantly outperformed traditional classifiers, 

achieving high recall, accuracy, precision, and F1-scores. These findings highlight the potential of ensemble 

methods to improve child health outcomes and aid policymakers in developing effective interventions. 
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3. Research Methodology 

1.4. Data Collection  

In the course of this research, the datasets were sourced from Kaggle, encompassing a total of 4,268 

instances(approved – 2656 and rejected – 1613). These datasets comprise eleven input features, alongside a 

single output feature that categorizes the likelihood of a loan default into two distinct classes: negative and 

positive. Here, 'negative' signifies either the denial of a loan application or an instance of loan default, while 

'positive' denotes the sanctioning of a loan. 

1.5. Data Preprocessing 

In the data pre-processing stage, categorical variables were first converted into a machine-readable format 

by encoding according to the label i.e. assigning unique integer identifiers to each category. The dataset was 

then split into training and testing subsets with an 80:20 ratio. Next, numerical features were standardized to 

ensure all features contributed equally to the model's predictions. Finally, class imbalance was addressed using 

ADASYN and SMOTE by generating synthetic instances of the minority class. ADASYN focused on hard-to-

classify instances, while SMOTE interpolated between existing minority instances, thereby balancing the class 

distribution and reducing model bias towards the majority class 

1.6. Machine Learning Algorithms 

In this research, Support Vector Machines (SVM) were used for their powerful and versatile classification 

capabilities. SVMs constructed an optimal hyperplane to separate different class labels with the maximum 

margin, enhancing the classifier's generalization ability. They handled both linear and non-linear data through 

kernel functions, proving suitable for complex, high-dimensional datasets. The reliance on support vectors made 

SVMs memory efficient and robust, particularly in applications like bioinformatics and text classification. 

Logistic Regression (LR) was employed to model the probability of a binary outcome using the sigmoid 

function, transforming real-valued inputs into a range between 0 and 1. The model created a decision boundary 

to classify data into two categories based on a probability threshold. Logistic Regression provided interpretable 

coefficients and performed well when there was a linear relationship between features and the log-odds of the 

outcome. It was particularly effective with a smaller number of features, reducing the risk of overfitting. 

Both SVM and LR were utilized to verify the effectiveness of the applied balancing techniques, such as 

SMOTE and ADASYN, in removing biases inherent to one model. By evaluating both models, the research 

aimed to ensure that the balancing techniques improved predictive performance and fairness across different 

algorithms, demonstrating the robustness of the methods in handling class imbalance. 

1.7. Balancing Techniques 

In the realm of data analysis, particularly where dataset imbalance is a significant challenge, balancing 

techniques play a crucial role. Two prominent techniques used in this research are SMOTE (Synthetic Minority 

Over-Sampling Technique) and ADASYN (Adaptive Synthetic Sampling). Both techniques generate synthetic 

instances of the minority class to balance the class distribution, which is common in applications such as fraud 

detection, medical diagnosis, and sentiment analysis. 

 

SMOTE addresses class imbalance by generating synthetic instances of the minority class through 

interpolation between existing minority instances and their nearest neighbors. This technique balances the class 

distribution, reducing the model's bias towards the majority class and enhancing predictive performance. 
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ADASYN extends SMOTE by focusing on minority instances that are harder to learn, generating more synthetic 

samples for these challenging instances based on their local distribution. This adaptive approach ensures that 

the oversampling process targets areas where additional data is most beneficial, further improving model 

performance and fairness. Both SMOTE and ADASYN were employed in this research to evaluate and enhance 

the effectiveness of machine learning models in handling imbalanced datasets, ensuring unbiased and accurate 

predictions. 

4. Results and Analysis 

1.8. Dataset after Balancing 

 

Figure 1: Dataset after SMOTE 

 

Figure 2: Dataset after ADASYN 

1.9. Experiment Results 

Table 1: Experiment Results 
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Data Condition Technique Classifier Accuracy 

Unbalanced - LR 90.39 

Unbalanced - SVM 88.76 

Balanced SMOTE LR 91.68 

Balanced ADASYN LR 91.33 

Balanced SMOTE SVM 93.55 

Balanced ADASYN SVM 93.20 

 

The results clearly illustrate the benefits of using oversampling techniques to manage class imbalance. Both 

SMOTE and ADASYN not only improved the accuracy of LR and SVM models compared to their performance 

on the unbalanced dataset but also highlighted the nuanced differences in their effectiveness. SMOTE 

consistently provided a slight edge in performance for both models, indicating its robustness as a general-

purpose oversampling technique. 

1.10. SMOTE vs ADASYN 

SMOTE's approach to synthesizing new samples by interpolating between existing minority class samples 

was found to be marginally more effective than ADASYN. This effectiveness is attributed to SMOTE's method 

of creating synthetic samples that are not just replicas of existing minority instances but are new points along 

the line segments joining any/all of the k minority class nearest neighbors. Hence, SMOTE tends to expand the 

feature space where the minority class is underrepresented, allowing the classifiers to draw more generalized 

decision boundaries. ADASYN also contributes to balancing class distribution but does so by creating more 

synthetic data for those minority class samples that are harder to learn. This adaptivity means that ADASYN 

can focus on the regions of the feature space where the classifier is most likely to benefit from more information. 

However, this targeted approach may not always capture the broader underlying patterns as effectively as 

SMOTE, which could explain why SMOTE achieved slightly better performance metrics in this study 

 

1.11. Best Model: SVM + SMOTE 

Table 2: Classification Metrics 

Class Precision Recall F1-score Support 

0 0.96 0.93 0.95 536 

1 0.89 0.94 0.92 318 

 

The classification report for the SMOTE + SVM model demonstrates its effectiveness in predicting loan 

defaults. For non-default loans (class 0), the model achieved a precision of 0.96, recall of 0.93, and an F1-score 

of 0.95, indicating a low false positive rate and strong overall performance. For default loans (class 1), it 

achieved a precision of 0.89, recall of 0.94, and an F1-score of 0.92, highlighting its ability to accurately identify 

the majority of default cases with a slight trade-off in precision. These results underscore the model's robustness 

and reliability in classifying both loan defaults and non-defaults, making it a valuable tool for credit risk 

assessment. 
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Figure 3: Confusion Matrix for Best Model 

The confusion matrix for the SMOTE + SVM model shows that it effectively identifies loan defaults with 500 

true positives and non-defaults with 299 true negatives. It has 19 false positives (non-default loans incorrectly 

predicted as defaults) and 36 false negatives (default loans incorrectly predicted as non-defaults). These 

results highlight the model's robustness and reliability in credit risk assessment, demonstrating its ability to 

accurately classify the majority of both default and non-default loan cases with minimal misclassifications. 

5. Discussion on Results 

Oversampling techniques like SMOTE and ADASYN significantly improved the accuracy of Logistic 

Regression (LR) and Support Vector Machine (SVM) models compared to their performance on an unbalanced 

dataset. SMOTE consistently provided a slight edge in performance, demonstrating its robustness as a general-

purpose oversampling technique.  

 

1.12. Advantages of Oversampling Techniques 

 

The class imbalance problem is a well-known challenge in machine learning, particularly in scenarios such 

as loan default prediction, where the minority class (defaulting loans) is of great interest but is underrepresented 

in the dataset. Oversampling techniques like SMOTE and ADASYN work by generating synthetic examples of 

the minority class, thereby creating a more balanced class distribution. This balance allows for more effective 

learning, as the classifiers are exposed to sufficient examples of both classes during training, reducing the bias 

towards the majority class that typically occurs with imbalanced data. 

 

1.13. SMOTE vs ADASYN 

 

SMOTE's approach to synthesizing new samples by interpolating between existing minority class samples 

was found to be marginally more effective than ADASYN. This effectiveness is attributed to SMOTE's method 

of creating synthetic samples that are not just replicas of existing minority instances but are new points along 

the line segments joining any/all of the k minority class nearest neighbors. Hence, SMOTE tends to expand the 

feature space where the minority class is underrepresented, allowing the classifiers to draw more generalized 

decision boundaries. 
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ADASYN also contributes to balancing class distribution but does so by creating more synthetic data for 

those minority class samples that are harder to learn. This adaptivity means that ADASYN can focus on the 

regions of the feature space where the classifier is most likely to benefit from more information. However, this 

targeted approach may not always capture the broader underlying patterns as effectively as SMOTE, which 

could explain why SMOTE achieved slightly better performance metrics in this study 

 

1.14. Implication for Predictive Modeling 

 

The subtle yet consistent superiority of SMOTE in this research suggests that when dealing with imbalanced 

datasets, SMOTE could be the preferred initial choice for model training enhancement. The fact that the SVM 

model, tuned with its optimal parameters, showed the highest accuracy when used in conjunction with SMOTE, 

further supports this claim. However, it is important to recognize that while SMOTE improved accuracy, the 

ultimate choice of oversampling technique should also consider other performance metrics such as precision, 

recall, and F1-score, particularly in applications where the costs of false positives and false negatives are highly 

disproportionate. 

6. Conclusion 

The conducted research analyzed the impact of oversampling techniques on class imbalance, focusing on 

SMOTE and ADASYN. Both techniques significantly improved the accuracy of Logistic Regression (LR) and 

Support Vector Machine (SVM) models compared to their performance on an unbalanced dataset. SMOTE 

yielded higher accuracies, with the LR model achieving 91.68% and the SVM model 93.55%, highlighting its 

effectiveness in enhancing model robustness. ADASYN also enhanced model performance, with the LR model 

achieving 91.334% and the SVM model 93.20%.. The comparison indicated that SMOTE was marginally more 

effective, particularly with the SVM model, which emerged as the most proficient combination for handling 

class imbalance and maximizing classification accuracy. 
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