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Abstract 

In the financial sector, credit lines are the main source of income. The main income source is investing in the amount and 

collecting interest using the principal amount. However, they are not able to collect all investments because defaulters are not 

ready to pay the amount. Loan prediction played a vital role in this scenario. By predicting loan defaulters, the institution can 

reduce the number of faulty account holders.  

The most popular method is the scientific method, where Machine Learning is used. Machine Learning has statistical models that 

can perform specific task to predict the credit data of upcoming future. Prediction can be performed using supervised learning 

techniques such as decision tree, random forests, Gaussian Naïve Bayes, AdaBoost, Support vector machines, and logistic 

regression. This study aims to build credit scoring by adopting five of them for further study. The primary data are collected from a 

cooperative financial institution where 13600 data points on credit was collected, 70% of the data was trained, and 30% was 

separated for testing for test 1. Additionally, same data set is trained and test in 8:2 ratio for test 2. 

 

  
Keywords: Financial sector; credit risk prediction; machine learning 

1. INTRODUCTION 

A) BACKGROUND  

Credit lending is a crucial task for income generation in financial institutions. The bank is collecting the money in 

different headings and investing it as a loan to the clients. Clients are collecting it for different purposes like business, 

properties like land, gold, hire purpose, education, travels, treatments and for marriage and ceremonies. While clients 

are asking for money, they need to pay certain additional amount to bank which is known as interest. The interest is 

the monetary income for financial institutions. For generating the more interest, a huge amount of deposits is invested 

in the market as loans. The investment which is done on market is not returning on schedule period and some of them 

are fell in the category of non- performing loan. Before supplying the loan, the authorized personalities of financial 

institutions should do prediction whether the money will return to organization or not. 

 

Financial institutions use traditional methods to decide whether to lend credit to their clients. Traditional way means 

executives and tactical level managers are doing manual prediction for bank loan. Traditionally, they provide insights 

into clients’ habits, deposits, applicant income, co-applicant income, loan-duration, dependency, credit-history, 

marital status, qualification, gender, age and property to make decisions on credit transfer. There are various loop 

holes in the traditional method of loan distribution. Most of the seven characteristics–saving account, occupation, 

work duration, home, ownership, annual income, and income ratio– influence loan default [1]. The nature, perception 

and nurture of managers are playing a vital role for manual way of prediction. It means that the loan request accept or 

rejection may differ person wise. However, for loan supply there is the team of loan committee to do the decision. 

Credit ratings can be predicted scientifically as well as by using the machine learning algorithms. Machine learning 

can be used in loan prediction in less presence of human interruption. Machine learning can be used to predict exact 

information from a previous data set [2]. In the machine learning algorithm, advanced algorithms and statistical 

models can be used. The future credit risk prediction can be done on historical data set. In past days, what types of 

cases are being defaulter and what are the issues behind loan defaulters can be used to set the models. The previous 

data can be used to trained and test the model. The varieties of models are available in machine learning for credit risk 
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prediction. The crucial part for it is the trained and test the model in huge number of data set in the range of thousands 

to millions. Machine learning algorithms like supervised learning, unsupervised learning, reinforcement learning as 

well as ensemble learning can be used for credit risk analysis. However, in institutional loan prediction, machine 

learning can be adopted using logical regression as well [3]. 

 

B) STATEMENT OF PROBLEM 

Financial institutions, such as cooperatives, finances, and banks, deal with various types of loans, such as housing 

credit, personal credit, and business loans. As the banking sector is growing daily, a large number of clients are 

applying for loans. In today’s era, financial institutions providing loans have become a general phenomenon. At the 
same time, the rise in loan applications and consumption has resulted in worse credit losses. 

The major problem in the financial sector is that it faces an increasing rate of loan defaults, and executive and tactical 

managers are experiencing difficulty in accessing the correct loan request. It is stiff to analyze how risky the borrower 

is and should the loan be supplied. 

C) RESEARCH OBJECTIVES 

The objectives of the proposed paper are as follows: - 

• To perform comparative analysis of ensemble Machine learning among Logistic Regression, Random Forest, 

Naïve Bayes, Ada Boost and XG Boost. 

• To find out the significant parameters for bank loan prediction. 

• To design and implement hybrid model for loan prediction. 

D) RESEARCH QUESTIONS 

The study aims to answer the following research question: 

• RQ1: What is the best performing Ensemble algorithm for loan prediction in terms of accuracy, precision, 

recall and F1 score among different machine learning algorithms: Logistic Regression, Random Forest, Naïve Bayes, 

Ada Boost and XG Boost? 

• RQ2: What are the significant parameters for bank loan prediction? 

• RQ3: Which combination of machine learning can be used to design hybrid classifier to optimize the 

performance and accuracy? 

 

E) RATIONAL OF THE STUDY 

As in the financial sector, the main source of income is credit measure out, and the huge risk of this process is that 

loans will be converted into non-performing loan. Varieties of traditional loan prediction ways are used by tactical 

level and executive level managers which are not scientific in nature. 

Scientific methods, such as machine learning algorithms, help to perform loan prediction in a better way. It helps to 

overcome issues such as the complexity of data, automated decision making with high accuracy, and risk 

minimization. In addition, it discards the concepts of bias and personalization. 
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2. LITERATURE REVIEW 

In the financial sector, institutions have several products and activities, but core earnings concepts are centralized on 

credit distribution. The profit of financial institutions depends on loan recovery. Loan recovery is a crucial task, as 

many loans fall into the category of non-performing loan. A very important approach is the correct prediction of loans 

using appropriate approach of predictive analytics. Increasing loan applications and defaulting applicants creates 

credit losses. Credit loans are issued by people for several purposes, such as education, medicine, travel, business, and 

hire purchases. Financial institutions must use the blueprint of effectual models to know about facts and figures about 

clients’ habits, monetary usage patterns, and other relevant characteristics. According to this study, there are seven 
characteristics: occupation, work duration, home ownership, annual income of clients, oldness, and age. In addition, 

location, debt-income ratio, loan term, and house ownership also play a vital role. 

 

A) THEORETICAL FOUNDATION 

It was found that the banks relied on credit scores earned by loan investment. All the loan investments are not 

returned back to the bank as credit pay by clients. The main focus of banking institutions centralized on client’s 
income, assets, credit history, educational qualification, employment types and loan term [2]. However, these 

parameters may not minimize the defaulters’ number in banks. In some context, bankers fail to judge whether to 

invest loan or not. The bad investment creates the non- performing loan. The non-performing loan refers to a specific 

amount of credit taken by a borrower but the debtor has declined in making agreed instalment paybacks in 90 days for 

commercial banking loans and 180 days for consumer loans [3]. In these scenarios, machine learning algorithms may 

play a vital role. Machine learning is the rapidly evolving branch of artificial intelligence which is widely used in 

modern computer-based technology [4]. 

 

Fig. 1. Categories of Machine Learning Algorithms [4] 

B) TRADITIONAL WAY OF BANK LOAN PREDICTION 

Loans are a crucial source of income for the financial sectors. However, investing loans on clients have more 
financial risks as many loans are going to be non- performing loans. Everyday a large number of people are applying 
for loan for various purposes and some of them are being approved on basis of certain criteria [2]. The most of the 
financial organizations are doing the process of loan approval manually, which is the slow process [32]. Banking 
authorities are trying to mitigate the risk [15]. However, conventional selection processes often struggle to identify 
the most suitable candidates from a pool of loan applicants. In response to this challenge, machine learning algorithm 
are best options [18]. 
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C) BANK LOAN PREDICTION BY USING MACHINE LEARNING ALGORITHMS 

There have been several traditional methods for predicting loan information for decision-making, and scientific 
methods using machine learning algorithms are also available [5]. The machine learning is a fleetly growing field that 
enables overkill of innovative approaches for solving real-world problems. It endorses machines to learn without 
human involvement from data and is used in a variety of applications [6]. The machine learning algorithm is defined 
as the scientific study of algorithms and statistical models in which computer systems are used. In machine learning, 
once an algorithm learns the pattern and strategy of data, it can further work automatically by learning and doing. 
Machine learning (ML) is used to teach machines how to handle data effectively and efficiently. Machine learning 
helps to deal with big data, as data are increasing daily. Machine learning algorithms can be further categorized using 
different algorithms. 

 

D) COMPARATIVE ANALYSIS OF ENSEMBLE ALGORITHM FOR BANK LOAN 
PREDICTION 

By using the Jupiter notebook, platform for python, the algorithms performance was evaluated in terms of accuracy, 
precision, recall and F1-score. This study highlighted that the several supervised learning can be formed as hybrid to 
show the better performance and that is considered as ensemble learning. 

 The performance of loan prediction model differs on the basis of parameters what they used and performance metrics 
what they preferred. In this paper, the parameters age, purpose, credit history, credit duration, sex, Number of 
dependents, qualification, annual income were taken and the logistic regression was taken as an algorithm where the 
accuracy was 0.811 [27]. 

 

E)  MACHINE LEARNING FOR BANK LOAN PREDICTION: REVIEW, APPROACHES AND 
OPEN RESEARCH PROBLEMS 

It summarizes the previous works as paper with author reference, data set description, parameters, algorithms, 
performance metrics and merits and demerits of the papers. This paper focused on the finding of best machine 
learning algorithm among selected ensemble learning technique. The previous summarized papers in table 1 helps to 
find out the best ensemble learning for research work for this paper. The evaluation of these papers helps to find out 
the previous dataset used by the papers, parameters for evaluations and algorithms for comparisons. 

Table 1: Summary of ML-Based Bank Loan Prediction Paper 

 

S. 

No 

 

Author 

Refere

n ce  

Datase

t 

Descri

p tion  

Parameters  Compa 

red 

algorit 

hm 

Perfor mance 

Metrics  

Merits of  

Paper  

Limitations  

1 M.  A

Sheikh,  

A.  K.

Goel, 

and T. 

Kumar  

[27]  

Dataset 

collecte 

d from 

Kaggle  

Age, purpose, 

credit history, 

credit duration,  

sex, No of 

dependents, 

qualification 

,  annual  

income  

Logisti c 

regress 

ion  

Sensitiv 

ity,  

Specifi city  

The paper clearly 

talks about model 

evaluat ive.  

Gender and 

marital status 

seem not to 

taken in 

consider ation.  

2 M. 

Anand, 

 Age, 

education, 

Logisti c  

Regres 

sion, 

Confusi on 

matrix, accurac 

Predict ive  

Modeli ng  
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A.  

Velu, 

and P. 

Whig  

[35]  

employment 

status, year of 

experience, 

address, 

income, debt 

income,  

credit  to 

debit  ratio, 

Other debt 

Decisi on 

Tree, 

KNN, 

SVM, 

RF  

y, recall,  

F1- score 

analysis 

3 A.  

Gupta, 

V. 

Pant,  

S.  

Kumar, 

and P. 

K.  

Bansal  

[22] 

 Gender, 

married, 

dependents, 

education, self  

employeed, 

applicant 

income, 

coapplicant 

income, loan 

amount, loan 

amount term, 

credit history, 

property area, 

 loan  

status 

Logisti c  

Regres 

sion,  

Rando m  

Forest 

   

4 C.K. 

Gomat 

hy [7]  

 Loan_id, 

gender, 

Married,dep 

endents, 

education, 

applicant 

income, 

coapplicant 

income, loan 

amount, loan 

amount term, 

credit history 

area, loan 

status 

Decisi 

on Tree  

 COB  

techniq ue used. It 

can be fixed with 

automated 

prophecy system 

 

It  is 

compro mised 

with noise and 

outlier  

 data 

 of 

classification 

5 V. 

Singh, 

A. 

Yadav, 

R.  

 Income, 

marital status, 

loan amount, 

loan duration.  

Decisi on 

Tree,  

Rando m  

Forest,  

XG  

Boost 

 Eligibi lity criteria 

are set to predict 

loan pay.  

This paper is 

unanswe 

rable when the 

client face some  

disaster 

conditio ns.  
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Awasth 

i, 

 

and G. 

 

N.  

Parthee 

ban 

[33] 

6 K.  

Gauta

m 

 ,  A.P.  

Singh, 

K.  

Tyagi, 

and S. 

Kumar   

[36]  

The 

dataset 

is  

collecte 

d from 

the 

bankin

g 

sector.  

AREF  

format  

Loan_id, 

gender, marital 

status, 

dependents, 

education, self  

employeed, 

applicant 

income, 

co_applicant 

income, loan 

amount, loan 

amount term, 

credit history, 

property area, 

loan status 

Decisi on 

Tree,  

Rando m  

Forest  

accurac y  Worki ng with 

differe nt confid 

ence to increas e 

accura cy.  

For lower 

confiden ce 

factor, more 

pruning is 

done.  

7 A.  

Goyal,  

R. 

Kaur  

[17]  

  

    Ensem 

ble model enhanc e 

 the accura 

cy.  

The modal is 

not suitable for 

less number of 

data.  

8 S.  

Sreeso

u thry, 

A.  

Ayubk 

han, M. 

M.  

Rizwan 

,   

D.  

Lokes

Dataset  

is  

collecte 

d from 

Kaggle

.  

Loan amount, 

marital status, 

gender, 

dependent, 

graduation, 

selfemployed, 

income, 

co_applicant 

income, loan 

term, credit 

history, 

location  

Logisti c  

Regres 

sion  

Accura cy  Gender and marital 

status  

doesno t make 

sense.  

The paper does 

not explain 

about heat map.  
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h, and 

K. P. 

Raj  

[28] 

9 A.S. 

Aphale 

and D. 

S. R. 

Shinde 

[8]  

The 

dataset 

is  

collecte

d from 

cooper

ative 

bank. 

  Accura 

cy, precision, 

recall, 

specificity, F1-

score. 

The model helps to  

formul ate the bank 

risk  

automa 

ted system 

.  

 

10 M.  

Madaa 

n, 

 

A.  

Kumar, 

C.  

Keshri, 

R. Jain, 

and P. 

Nagrat 

h [10] 

The 

dataset 

is  

publicl 

y 

availa

bl e  

Lendin 

g Club  

dataset 

from  

Kaggle

.  

Loan amount, 

term, interest 

rate, 

installment,  

grade,  sub 

grade, home 

ownership, 

purpose, loan 

status, zip 

 code,  

revol_balanc e  

Decisi on 

tree,  

Rando m  

Forest  

Accura cy  The model can help 

to identifi 

ed the default er 

type scenari 

 o  for  

loan invest ment.  

The algorith 

m puts some of 

the 

nondefaulter s 

in the defaulter 

class.  

11 V.  

Moscat 

o, 

 

A.  

Picariel 

lo, and 

G.  

Sperlí  

[37]  

  Rando m  

Forest, 

Logisti c  

Regres 

sion, 

Multila 

yer  

perceptro

n 

Sensitiv ity, 

specific ity,  

precisio 

 n,  FP-  

value,  

GMean  

It is able to manag 

e  

unbala nced data 

set.  

It  

devotes to  

improve the 

evaluati 

 on  in  

upcomin g 

works. 

12 I.O.  

Eweoy 

a, A. A.  

Adebiy 

i, A. 

A. 

  Age,  sex,  

income, 

employment 

status,  the 

track of the last 

 three 

payments, 

balance  of 

Decisi 

on tree, 

Accura 

cy, confusi on 

matrix,  

ROC  

curve  

Casebased, analog 

y- based reasoni ng 

and  

statisti cal  

approa ches have 

been emplo yed 

-Fraudule 

nt attempts 

cannot be 

discover 

 ed  by  

these approac 
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Azeta, 

and 

A.  

E.  

Azeta  

[3]  

loan taken  hes.  

-Dat set 

descripti on is 

not mention 

ed.  

13 P.  

Chotwa 

ni, 

 

A.  

Tiwari, 

and M. 

Hooda  

[21]  

The 

data 

set  

is  

collecte 

d from 

bankin

g 

sector 

which  

is 

 

in 

ARFF  

format.  

 Loan  id,  

gender, marital 

status, 

dependents, 

education, self  

employed, 

applicant 

income, 

co_applicant 

income, loan 

amount, loan 

amount term, 

credit history, 

property area, 

loan status. 

Logisti c 

regress 

ion,  

Rando m  

Forest, 

Decisi 

on Tree  

Accura cy  It can be plugge d 

with other system 

s  as well.  

It  has 

some cases of 

compute 

r glitches, 

errors in 

content and 

weight of 

features is 

fixed.  

14 Lili Lai  

[12]  

The 

data set 

is 

 

of  

actual 

busines 

s  

occasio 

 n  in

Xiame

n  

Internat 

ional  

Bank.  

Id,  target, 

credit  id 

number, 

gender, age, 

region, 

education, job, 

 ethic, 

credit  start 

date,  credit 

valid date  

RF,  

Ada  

Boost,  

XG  

Boost,  

KNN,  

MLP 

AUC, Accura 

cy  

Ada Boost  

is  

showin 

g  

100% accura cy.  

RF,  

KNN  

and MLP are  

overfit the 

training data 

and  

AUC  

results are 

weaker  

for them.  

15 J.  

Tejasw

i 

 Loan  id, 

gender, 

married, 

dependents, 

Decisi on 

tree,  

LR, 

Precisio n, 

recall,   

It can be plugge d 

with other system 

s  as well.  

It has some 

cases of 

compute r 

glitches, errors 
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ni,  

T.M. 

Kavya, 

R.D.  

Naga  

Ramya,  

 P.  S. 

Triveni

, V.R 

Maddd

u mala 

[9].  

education, 

self_employ 

ed, applicant 

income, 

co_applicant 

income, loan 

amount, loan 

amount term, 

credit history, 

property area, 

loan status. 

Rando m  

Forest,   

in content and 

weight of  

features is 

fixed. 

16 D.  

Dansan 

a, S. G. 

K.  

Patro,  

B.  K.

Mishra, 

V. 

Prasad, 

A.  

Razak, 

and A. 

W.  

Wodaj

o  

[2]  

 Gender, 

education, 

employment  

type, business 

type,  loan 

term, marital 

status  

Rando m  

Forest  

No. of custom 

er in  

differen 

t  

categor y  

  

The marital status  

parame ter  is 

highly monito red.  

This paper is 

not able to 

work on deep 

learning. The 

data set is not  

much larger.  
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3.  RESEARCH METHODOLOGY 

A) Research Framework 

 

Fig. 2. Theoretical Framework 

The theoretical framework is designed as shown in figure 2 which is described below. 

i) Raw Data Collection: 

Firstly, the raw data was collected from banking institutions. The total number of data is 13600. The data has 
features like loan amount, applicant income, co-applicant income, dependency, credit history, marital status, 
age, interest rate, duration and remarks. 

ii) Data Cleansing: 

The next step taken for data was cleansing. In this step, the missing data were handling with deletion method. 
Deletion method is the way of deleting rows and columns where it has not any data or having null value. Out 
of the total number of 13600 data, the 145 data were removed as they have null cells. The remaining 13455 
were taken for further processing. After that, the second step of cleansing is finding outliers. In this paper, the 
outliers are detected by using visualization box plot method in python. In some cases of feature selection log 
transformation has been done to reduce the impact of outlier. The data formatting has not been done as there 
is not presence of any duplicate data. 

iii) Feature Engineering: 

The second step followed by cleansing is feature engineering. In this step, firstly, categorical variables are 
handled in numeric form according to the requirement. Among above mentioned features, some features like 
marital status and remarks are converted into numerical label. The feature marital status is converted into 
numeric form like 0,1 and 2 for married, unmarried and divorced by using label encoding method. 

Likewise, the feature remark is converted into binary values 0 and 1 by using one-hot encoding method. In 
this method, paid accounts are categorized as 1 and default accounts are categorized as 0. 
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The next step in feature engineering is creating interaction terms. For this, the new column total income is 
generated by summing up the applicant income and co-applicant income. 

iv) Data Splitting: 

The next step after feature engineering is data splitting. The total data set is separated into training data set 
and testing data set in the ratio of 7:3 for test 1 and the 8:2 ratio is selected for test 2. 

v) Choose a model and train it: 

The training data set is used for choosing a model. In this paper, the Logistic Regression, Random Forest, 
AdaBoost, XGBoost and Guassian Naïve Bayes have been chosen as model for analysis. After that, model has 
been trained and their performance has been measured on the basis of accuracy, F1-score, precision value, 
recall and confusion matrix. 

vi) Evaluate on test data: 

The all selected model will be evaluated on test data. 

vii) Interpret Results and Deploy the model: 

After getting the test results, results will be interpreted. As the testing data will be succeed the model will 
deploy. 

a.  Dataset Description 

For this dissertation, 13600 datasets were collected from co-operative banking institution which is the 

provided data set from institution of their customers. It consists of 14 features including dependent variable 

remarks. 

The figure 2 represents the working of model of this dissertation. It provides a rough idea how the loan 

prediction system works. 

b. Data Cleaning 

After collecting the data, it is most important to clean it as it may contain null values and empty cells. The 

dataset may contain unnecessary feature cell as well. Therefore, the data cleaning is most required phase 

before further processing to handle missing values. 

The dataset is in CSV (Comma-Separated value) format that is accepted by jupiter notebook. There are 14 

attributes using for this paper. The depth description of data is shown in table 1[36][38]. Secondly, out of 

many features, features like account number, loan amount, applicant income, credit history, marital status, co-

applicant income, qualification, dependency, gender, age, interest rate, duration was selected as feature. After 

that categorical values are converted into numerical values. 

Table 2: Data set variables along with description and type  

 

Variable Name  Description  Type  

Accountno  Unique ID  Integer  
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Loanamount  Loan  amount  in  

thousands  

Integer  

Applicantincome  Applicant income  Integer  

Credithistory  Credit history meets the 

guidelines  

Integer  

maritalstatus  Applicant 

married(M/U/D)  

Character  

Coapplicantincome  Co-applicant income  Integer  

Qualification  Qualification of applicant 

as literate or not? (Y/N)  

Character  

dependency  Number of Dependents  Integer  

Gender  Male/Female  Character  

Age  Applicant age  Integer  

Interestrate  Loan interest rate  Integer  

Duration  Time  limit  to  pay  

loan(days)  

Integer  

remarks  Loan Approved(T/F)  Character  

Totalincome  The total income of 

applicant and 

coapplicant income.  

Integer  

 

c. Data Exploration 

Data exploration is another most interesting phase of methodology. Before proceeding further for 

modeling, it is good to find out the relationship in the data. In this section the distribution of the data is shown 

in depth with the help of heatmap in figure. 

Figure 3 helps to find out the total number of defaulters and loan payable customers in the dataset. The 

figure helps to find the meaningful numbers among all loan holders. 
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Fig -3: Graph showing Classification of 0 and 1 

3.5 Modeling 

The whole data set was split into two subsets known as training data set and testing data set. 70% of the 

whole data set is used to train the machine learning model and known as training data set. The remaining 30% 

data is used for testing set to evaluate its performance and called testing data set. Now in machine learning 

model, we first apply the training data set, in this data set the model is trained with known examples. The 

entries of new applicants will act a test data which are to be filled at the moment of submitting the application 

model. After performing such tests, model can be evaluated whether the credit approved to the person is safe 

or not basically about the credit approval on the basis of various training data sets. The chronology of the data 

is showing in figure 4[21]. 
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Fig 4: Chronology of Data [21] 

 

3.5.1 Dataset analysis 

For exhibiting this research work, a Jupiter notebook is used along with a laptop 11th Gen Intel® Core™ 
i7-1165G7 @2.80GHz processor, 8GB RAM with 64-bit operating system. To analyze the performance of 

collected data and train the model, python is used where Sci-kit-learn open source machine learning library is 

used. Python with version 3.11.4 which is packaged by Anaconda is used for the prediction purpose. Other 

libraries like Numerical python, matplot library and seaborn were used. Numerical python or Numpy is a 

fundamental cornerstone library of python which is used for scientific computation and data analysis. Numpy 

provides multidimensional arrays and matrices. Numpy is required to run other libraries like Matplotlib, 

pandas, XGBoost and scipy. Matplot library is a widely used library in python for creating static, animated 

and interactive visualizations and plots. Matplot lib helps to get high quality graphs, charts and other 
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representations of data. Along with matplotlib, seaborn library is used for visualizing statistical relationships 

and exploring datasets. All the libraries can be call by using the import keyword. 

 

4. RESULT ANALYSIS AND COMPARISON  

A)  Result of the Selected Model  

Machine Learning is the crucial for bank loan prediction rather than manual prediction way. Five machine 

learning models are used with different features like loan amount, total income, credit history, dependency, 

age, interest rate, duration and marital status. Using a dataset of 13600 was collected and 145 null data set 

were removed. This dissertation was working with 13455 from banking institutions as a primary data. In this 

paper, five most suited algorithms namely random forest, ada boost, logistic regression, XG Boost and Naïve 

Bayes were used for classification learning. These algorithms were imported from Scikit learn library and 

used for classification. They were implemented to perform the comparative analysis of their performance 

considering for different evaluation matrix like accuracy, precision, f1-score and recall. 

The total data set 13455 was train with two trained and test ratios. Firstly, the collected data set was trained 

with 70% data and test with 30% dataset. The collected result was summarized in table 3. 

Table 3: Evaluation metrics on 7:3 trained and test dataset 

 

Algor

ithm 

0/1 Random 

Forest 

Logistic 

Regressi

on 

AdaBoost XG 

Boost 

Naïve 

Bayes 

Precis

ion 

0 0.17 0 0.47 - 0.29 

 1 0.87 0.87 0.87 0.89 0.87 

Recal

l 

0 0.09 0 0.02 - 0 

 1 0.94 1 1 0.96 1 

F1-

Score 

0 0.11 0 0.03 - 0.01 

 1 0.90 0.93 0.93 0.931 0.93 

Accur

acy 

 82.83% 87.19% 87% 87.61% 87.11% 

 

From table 3, it can be clearly observed that the XG Boost is showing better performance as compared 

to the other machine learning algorithm. 

The total data set 13455 was train with two trained and test ratios. Firstly, the collected data set was 

trained with 80% data and test with 20% dataset. The collected result was summarized in table 4. 
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Table -4: Evaluation metrics on 8:2 trained and test dataset 

 

Algor

ithm 

0/1 Random 

Forest 

Logistic 

Regressi

on 

AdaBoost XG 

Boost 

Naïve 

Bayes 

Precis

ion 

0 0.21 0 0.61 - 0.33 

1 0.88 0.87 0.88 0.90 0.87 

Recal

l 

0 0.11 0 0.03 - 0 

1 0.94 1 1 0.97 1 

F1-

Score 

0 0.14 0 0.06 - 0.01 

1 0.91 0.93 0.93 0.935 0.93 

Accur

acy 

 83.65% 87.73% 87.51% 88.37% 87.32% 

 

 

From table 4, it can be clearly observed that the XG Boost is showing better performance of accuracy with 

88.37% as compared to the other machine learning algorithms. The logistic regression is getting better 

performance after XG Boost that is 87.73%. 

 

Fig 5: Comparative Analysis on the basis of Accuracy 

Figure 5 represents the comparative analysis of accuracy of selected model namely logistic regression, 

random forest, adaboost, xgboost and naïve bayes. The comparative line graph shows that the accuracy of xg 

boost is higher with 88.37% accuracy whereas the lower accuracy is 83.65% is of random forest regression. 

This plot is taken for the dataset of total data 13455 and trained in ratio of 8:2. 
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Fig 6: Comparative Analysis on the basis of Recall 

 

Figure 6 represents the comparative analysis of recall value of selected model namely logistic regression, 

random forest, Adaboost, xgboost and naïve bayes. The comparative line graph shows that the recall value of 

logistic regression, adaboost and naïve bayes is higher with 1 whereas the 0-precision value is higher in 

random forest that is 0.11. 

 
 

Fig 7: Comparative Analysis on the basis of F1-Score 

 

Figure 7 clearly illustrates that the Random Forest shows the better value with 0.14 in class 0. And XG Boost 

shows the better performance with value 0.935 inclass 1. The comparative value shows the quite progressive 

result than others models. 

 

B) Result of the Proposed Hybrid model 

The hybrid model is generated by adopting the best two models based on the performance metrics. Among all 

selected models like logistic regression, random forest, xg boost, ada boost and naïve bayes, xg boost and 

logistic regression is showing best performance in most of the performance metrics like precision, recall, f1-

score and accuracy. Therefore, the xg boost and logistic regression is selected to build hybrid model. While  

modeling the hybrid, the hyper parameter tuning is done to show the best performance. 
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Fig 8: Comparative Analysis of Accuracy of Purposed Hybrid model along with Logistic regression and XG 

Boost 

 Table -5: Comparative metrics for proposed hybrid model 

 

Performance Metrics 0/1 Hybrid Model 

Precision 0 0.65 

1 0.90 

Recall 0 0.06 

1 1 

F1-Score 0 0.13 

1 0.94 

Accuracy  88.79% 

In the proposed hybrid model, the model is created by using the hybrid of logistic regression and XG Boost. 

First of all, the two models are combined and hyper parameter tuning is done on parameters. As in previous 

selected ensemble models, the measurement metrics are accuracy, recall, precision and F1-Score. The 

accuracy of purposed model is 88.79% whereas the precision value at class 0 is 65% and in class 1 is 90%. 

Likewise, the recall value in class 0 is 6% and in class 1 is 100%. In case of F1-score in class 0 the value is 

13% and in class 1, the value is 94%. 

The measure metrics are plot in bars in figure 9 below. 

 

Fig 9: Comparative Analysis on the basis of performance metrics 

 

C) Comparative analysis of Proposed Hybrid model along with Logistic Regression and XG Boost 
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Figure 10 is the graphical representation of comparative analysis of accuracy of purposed hybrid 

model along with logistic regression and XG Boost. From the diagram, it can be clearly seen that the 

accuracy of hybrid model is greater than logistic regression and XG Boost. The accuracy of hybrid 

model is 89% whereas the accuracy of LR and XG Boost is 87.73% and 88.79% respectively. 

 

 
Fig 10: Comparative Analysis of Precision value of Purposed Hybrid model along with Logistic regression 

and XG Boost 

 

 

 

 
Fig 11: Comparative Analysis of Recall value of Purposed Hybrid model along with Logistic regression and 

XG Boost 

 

 
Fig 12: Comparative Analysis of F1-score value of Purposed Hybrid model along with Logistic regression 

and XG Boost 
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5. CONTRIBUTIONS 

• This paper introduces a novel credit scoring model with comparing the five ensemble learning 

models with their performance accuracy, f1score, precision, confusion matrix and recall.  

• This model plays a crucial role in resource optimization as it replaces manual work. 

• As the data set is collected as primary data, it can be further use as secondary data 

for further research work by anyone.   

 

6. LIMITATIONS 

• Less number of datasets. 

• Working with only supervised algorithms. 

 

7.  CONCLUSIONS 

 

This study may have demonstrated the viability of machine learning algorithm for bank loan prediction. In 

addition, this study also tries to highlight the traditional way of bank loan prediction. In machine learning, this 

study focused on five ensemble learning namely random forest, logistic regression, ada boost, XG Boost and 

Naïve Bayes. The best two ensemble learning model is chosen based on accuracy, precision, recall and F1-

score that is logistic regression and XG Boost. The XG Boost is showing high accuracy of 88.37% followed 

by LR with 87.73%. From these two ensemble models, proposed hybrid model is generated with accuracy of 

88.79%. This proposed hybrid model can be fruitful in banking sector for loan prediction. This paper 

highlights the future enhancement and contributions in the field of banking sector. 
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